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Abstract. Music genres can be seen as categorical desoriptised to classify
music basing on various characteristics such amiimentation, pitch, rhythmic
structure, and harmonic contents. Automatic musicrg classification is im-
portant for music retrieval in large music collecis on the web. We build a
classifier that learns from very few labeled exasspplus a large quantity of
unlabeled data, and show that our methodology ofatpas existing supervised
and unsupervised approaches. We also identifyrgdbatures useful for music
genre classification. We achieve 97.1% accuracf{®fvay classification on
real-world audio collections.

1 Introduction

Downloading and purchasing music from online musidections has become part of
the dalily life of probably the majority of people the world, and quality of music
recommendation affects quality of life of billion§people. The users often formulate
their preferences in terms of genre, such as jaztisto. However, many tracks in
existing collections are not classified by genmea@enre is specified for an artist or
an album but not for a particular track. Given hgge of existing collections, auto-
matic genre classification is crucial for organiaat search, retrieval, and recommen-
dation of music.

While huge amount of unlabeled data is readily late, labeled data—tracks
with the genre reliably assigned by human annaat@re scarce. In this paper we
propose to use for genre classification a methayjotbat was proven to work well in
a similar situation: affective labeling of wordsnatural language texts, where, simi-
larly, unlabeled texts abound but few words hawveamually assigned affective label
[1]. For brevity we refer to this methodology asnésupervised learning, to empha-
size that it uses two kinds of data: few labelednagles and a large quantity of unla-
beled data; however, internally our two-step pracedvorks differently from a typi-
cal semi-supervised learner. We show that this aaetlogy outperforms a number of
standard supervised learning techniques, such ggo8uvector Machine (SVM) and
k-Nearest Neighbor (KNN).



In addition, we present several features salienthfe genre classification task. Ac-
cording to Leeet al. [3], musical features can be divided into thrategories: short-
time features, long-time features, and beat featuAMe show that long-term features
are more salient for music genre classificatiomtishort-time ones, though using
features of both types together gives best resvlis.explore various feature combi-
nations and identify those that perform best ontask.

The rest of the paper is organized as follows: iBec2 describes related work.
Section 3 gives an overview of our method. Seclopresents the dataset and the
features used in our experiments. Sections 5,® 7atescribe the three main steps of
our algorithm: fuzzy clustering, mapping of the abed clusters to labels, and the
final hard categorization. Section 8 gives the expental results and evaluation.
Finally, Section 9 presents conclusions and fuiumek.

2 Rdated Work

The state-of-the-art music genre classificationtesys can be classified into those
based on supervised or unsupervised approach [4].

Unsupervised Approaches These approaches mainly concern with determination
a genre taxonomy. Music files are clustered basimgan objective function to dy-
namically build a taxonomy depending on the clusteoutcome. Shaet al. [5] used
Agglomerative Hierarchical Clustering.

The main drawback of unsupervised methods is thatctusters are not labeled
and the boundaries between clusters are not relgdfined. In this paper, we rely on
a genre taxonomy well-defined by music expertswalti-known to the users, which
suggest using a supervised approach.

Supervised Approaches Pampalket al. [7] used a kNN classifier; Mandel et al.
[10], Lidy et al. [11], and Scaringella et al. [1djtained good results with SVM.

Semi-Supervised Approaches Xu et al. [23] used co-training based semi-
supervised classifier based on some novel “mudtint/i [23] features. Yaslan et al.
[24] stated how Random Subspace Method for Coitrgifi24] can help the genre
classification process.

Our approach is a bit different from existingmi-supervised approaches in a
manner that we used fuzzy for training supervidadsifier in order to map a 10-way
classification problem to 2-way or 3-way classifica problem.

Feature Selection Proper feature selection is crucial for classifaat For this, a
segment of audio is represented by numerical vadfiegveral audio features. Peet-
ers [14] proposed a variety of features to chariaete¢he timbre of instruments. These
features are called low level features [15] becabey usually describe sound on
small scale, such as slices of 10 to 60 secondsctp features have been used to
distinguish between speech and music [4] and tatifyeisolated sounds [16] and
instruments [17]. Rauber et al. [6] used psychostioteatures of music to determine
similarities between music files. The importancetitd size of texture window for
extracting timbral features has been explored bydvit al. [18], who stated that



texture window of 1 sec. works best for music extal task and there is no significant
gain in increasing the size of the texture windwhile the accuracy decreases with
smaller window size.

Tzanetakis [19] designed a basic music genre €ileatson system based upon
timbral, temporal, and beat features with 61% amtyroutperformed by Leet al.
[3] with a spectral modulation-based approach.

While we work with a conventional genre classifiocat we explore the perform-
ance of different features and feature combinatiaokieving 97.1% accuracy.

3 Overview of the Procedure

We followed a procedure suggested in [1] for a eyudifferent task: effective
classification of words [2]. The procedure consistthe following steps:

— Feature extraction: the real-world data, both leidebnd unlabelled, are repre-
sented by numerical vectors, which then are usedldssification.

- Fuzzy clustering: the whole available dataset,udiclg both labelled and unla-
belled data (the labels are ignored even whenahlail, is clustered in unsuper-
vised manner into the numbenof clusters corresponding to the number of target
categories (in our case,=10 music genres), in hope that the found clusters
would roughly correspond to the target categofegziness accounts for uncer-
tainty: a data point can be assigned more thanab®, with a different degree.
This ambiguity is resolved at the last step.

— Mapping: the obtained fuzzy clusters are one-to-deatified with thec target
categories. The classes are identified through jribhavoting technique, per-
formed within each of the clusters. In our casehaee all annotated music sam-
ples but for that situation when we have maximumiper of unlabeled data and
much lower number of labelled data we can stilhcaut our method by taking
all of those unlabeled and labelled data for chisgeand determine the fuzzy
classes of the clusters through the majority votintl the help of available la-
belled data taking part in the clustering step.

— Hard clustering: the ambiguity of the fuzzy assigmiof category labels to data
items is resolved, leaving each data item assigmedactly one category using a
supervised technique.

4 Dataset and Features

As a dataset for the music genre classificatiok, tag used the one presented by
Tzanetakis [19]. The dataset is publicly availdbleresearch purposést consists of
1000 audio tracks, each being 30 sec. long, cledsiinto 10 genresBLUES,
CLASSICAL, HIPHOP, COUNTRY, DISCO, POR, ROCK, JAZZ, METAL and REGGAE Each
genre is represented by 100 tracks. We followesltthionomy for our classification.

! http://opihi.cs.uvic.ca/sound/genres.tar.gz



All tracks are 22,050 Hz mono 16-bit audio fileswav format, collected in 2000—
2001 from a variety of sources including personBisCradio, and microphone re-
cordings, in order for a variety of recording cdiatis to be represented.

For feature extraction, we used the Jaudio to¢#d{, a music feature extraction
toolkit written in Java, freely available for reselapurposeéAs we have mentioned,
we used the following three kinds of features: stiare features, long-time features,
and beat features.

Short-time features are mainly used to distingutsd timbral characteristics of
music and are usually extracted independently feaich short time window (frame)
during which the audio signal is assumed to bdostaty. We used the following
features [3, 20]: mel-frequency cepstral coeffitse(MFCC; Jaudio gives first five
coefficients of 13, and [3] states that these fieefficients give best classification
result), spectral centroid, spectral roll-off, spakflux, root mean square, compact-
ness, and time domain zero crossing;

Long-time features can be obtained by aggregatimg short-term features ex-
tracted from several consecutive frames withinngetwindow. We have used deri-
vate, standard deviation, running mean, derivatfgunning mean, and standard
derivative of running mean as the aggregation nu=tlod short-time features.

Beat features give meanings to audio signals indmirecognizable terms which
generally reveal the human interpretation or pdicepof certain audio properties
such as mood, emotion, tempo, genre, etc. We igetblowing four main beat fea-
tures: beat histogram, beats per minute, beat anthstrongest beat in the audio sig-
nal.

5 Fuzzy Clustering

The first step in our process is unsupervised: wster the music files into 10 catego-
ries, given that we consider 10 genres. On outpatdefine for each music file and
each of the ten classes the membership value betv@amd 1 with which the given
music file belong to the given class.

Fuzzy C-means Clustering Algorithm For fuzzy clustering, we used the fuzzy c-
means clustering algorithm [21] with a modified edijve function as described in
Section 5.2 below.

The well-known fuzzy c-means clustering algorithakéds as input a set bf data
points Xy, X4, ..., Xy described via their coordinates irPadimensional feature space:
Xk = (X1, Xiy---y Xip)- AS OULPUL, it constructs two sets: a set aentroidsvy, Vo, ..., Ve,
points in the same feature space, that represertahstructed clusters, and a set of
cN membership valuegy, i = 1, ...,c; k = 1, ...,N, which represent the degree of
membership of a poing in a clasg;, such that & g < 1 and the values sum up to a
unity for each point:

ZC:,LJikzl, k=1...,N. @)
i=1

2 http://sourceforge.net/projects/jmir/files/



To find the optimal distribution of points by cless and optimal placement of the
centroids, it uses an given objective functipavhich is minimized when the distribu-
tion is optimal: f4 Vo) = arg mind (¢ ,v), wherey = {£} and v = {vi} represent the
sets of the variables to be found gmdv, are the optimal solutions. An expression
often used fod is

c N P
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where the powep > 1 is a given parameter that controls the degfdéezziness of the
obtained clusters (we us@d= 2). The optimal solution of a constraint optiatinn
problem defined by (1) and (2) is given [1] by
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A stationary point g ,vo) of the system (3), which is the desired resulthef algo-
rithm, was found iteratively:

— Assigning random values to ali, normalized to satisfy the constraints (1);

- lteratively re-calculate the values for gliand then alfs according to (3);

- Stop when the objective functiahchanges from the previous iteration less than
by a small numbes¢, a given parameter (we usee 0.01).

Modified Objective Function To achieve more compact clusters in which thetmo
similar elements are clustered together, we inagaed an additional term in the
original objective function (2):

2,00 =5 3 st bl +o - | @

where the parametep is intended to control the effect of the new tewe used
p= 1) andNy is the set constructed in the following way:

- For each data poimt we identified the nearest centroid
v(x) = argmin, ||v; =x|| ®)
(in case of a tie an arbitrary one was chosen);

- Now, N, ={x|v(x) =X} is the set of all data points with the same neares
centroid as.

This additional term forces the algorithm to in@eahe membership of a data
point in the cluster with the nearest centroid,ugiag similar points together.

In our implementation we constructed these settherily while re-calculating the
positions of the centroids according to (6) belajch is a modification of (3). l.e.,
when re-calculating,, we considered in (5) already re-calculated védue;.



The change of the objective function required miodtfon of the formulas (3):
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the derivation can be found in [1].

6 Mapping Fuzzy Classesto Music Genre Labels

After the fuzzy clustering process had been coredletve identified which one of the
¢ = 10 classes corresponded to which one of thenigsic genre labels. For this, first
we converted the fuzzy clustering into hard clustgrin our implementation we
chose for each data poixta clusterC(x,) =argmax 4, (in case of a tie, arbitrary

class was chosen). Now, the music genre labeldoh énard cluster was chosen by
majority voting.

Such procedure does not guarantee for a hard chestee non-empty, for the ma-
jority voting not to result in a tie, or for twoudters not to share the same genre label,
in which case some labels would not be assignedl.ddowever, this is low probable
and did not happen in our experiments. Moreovemectness of the obtained map-
ping of the classes to genre labels is confirmethbyfact that we obtained over 90%
accuracy of the final results, which is not possibith incorrectly mapped labels.

7 Hard Clustering

In our evaluation, we consider a label to be asgigrorrectly if the evaluation dataset
assigns this label to the music file. To choose @mle class for a token under classi-
fication, we used a two-step process.

Reducing the Confusion Set For each data point, we chd§elasses for which the
fuzzy clustering gave the highest value of the mensiip function. The hard cluster-
ing technique used afterwards was only allowechtmose between thogelabels pre-
selected for a given music file.

In case oK = 1 no further processing is needed and the fiesllt is determined
by the greatest membership value of the fuzzy etireg. The case i = 10 means
no reducing of the confusion set. In caseKof 2 orK = 3—the values we experi-
mented with—the confusion set is reduced to 2 ap8ons, correspondingly. We
show in Section 8 that reducing the confusion @& tandidates increased the accu-
racy. However, selection of the proper size of asith set depends to the problem:
on another task a confusion set of, say, 3 mightltén better accuracy.



Final Hard Categorization Given theK options left after reducing the confusion

set, we trained different classifiers for eachhaf Eloj = L, ¢ =10, possible
K Kl(c—-K)!

combinations oK genre labels: for example, with = 3, a separate classifier was
trained for choosing betweesLUE, METAL, and COUNTRY, another one to choose
betweeniazz, METAL, andROCK, etc. ForK = 3, therefore, 120 different classifiers
were trained; foK = 2, 45 different classifiers were trained. To gssi label to data
point, theK genre labels for the point are selected as exgthabove, and then the
corresponding classifier is used.

For training, we have taken care of all trainingsitiles in ten genre lists of our
dataset, i.e., we used 60 music files of each hbegelists for training. For example,
to train a classifier for the confusion setL{E, METAL}, all music files extracted from
the lists and have their either the labebE or the labeMETAL were used.

As features, we used the same feature vectorsrafsifmy clustering, extended
by 10 extra dimensions: the membership values g&eeby the fuzzy classifier for
the 10 genre labels, except the experiments winerduzzy clustering was not used.
As classes, th& selected labels were used for each classifiecase ofK = 2 the
classification was binary, fd€ = 3 the classification is ternary.

As a hard clustering algorithm, we used the SVMmieavork. Specifically, we
used thd i bsvmlibrary of the WEKA toolset [22], which, for thease ofK > 2,
provides an implementation of a multiclass SVM.a\sesult, we obtained one music
genre label for each music file in the test dataset

8 Evaluation

Impact of different feature combinations Table | shows that we obtained better
accuracy when we used long-time features than wging-time features. However, a
much lower accuracy was obtained when we used beht features. The highest
accuracy was obtained when we used all three tgpdsatures: long-time, short-
time, and beat features.

TABLE |. Accuracy with different feature combinations anfiledlent classifier combinations

Feature Combination Fuzzy SVM Fuzzy + SVM
Long-time features 59.12% 61.20% 63.25%
Short-time features 42.54% 44.15% 48.92%
Long-time + short-time features 68.21% 71.24% T34
Beat features 39.15% 39.46% 41.27%
Long-time + short-time + semantic 76.33% 87.45% 29%
Long-time + beat features 68.67% 72.35% 76.25%
Long + short + semantic + fuzzy vector 79.21% — 97.10%

We have done the evaluation in two ways. In onegrent we performed tenfold
cross-validation on each of the 120 and 45 classifimentioned in Section 7.2 using
all 1000 music files. The result and the correspumatonfusion sets are given in



TaBLE Il. Impact of the selection TaBLE Ill. Accuracy obtained

of most likely fuzzy cluster using different classifiers
K Accuracy Classifier Accuracy
1 76.33% KNN 54.21%
2  97.10% Naive Bayes  65.88%
3 79.38% MLP 74.23%
4  77.51% Our procedure 97.10%
10 67.45%

Section 8. Using all three feature sets along ¥ittzy membership vector as a fea-
ture, we obtained 97.10% accuracy.

In another experiment we split our dataset into @G#%hing and 40% test data. Us-
ing 60% training data we trained our 60 or 45 dfss correspondingly, depending
on the value of K, and tested them on the unsestndegta. With this, we obtained
91.50% accuracy, which is probably explained bylEmaize of the training data.

In particular, we observed that spectral centroid ®IFCC are the most important
features, because removing these two featurediseymly decreases accuracy.

Impact of the fuzzy clustering and hard categorization In addition to the data
presented in Table | for fuzzy-only and hard-onligssifiers, we experimented with
different values oK: the size of the confusion set after reductioretasn the result
of fuzzy clustering; see Table II:

— K =1 means that the final classification is madsirigaon the results of the fuzzy
clustering and no further hard clustering is nezgss

- K =2 means that the hard classification has tordy lminary choices;

- K =3 reduces the confusion set for the hard claasién to three options;

- K =10 means no reduction of the confusion set hdt the same as not to use
the fuzzy clustering phase at all, because theyfolstering results are still used
as additional features for final categorization.

We can see that SVM performed better on choosibgesn the category with the
highest membership value and that of the seconitebigone. Here, we used all fea-
tures, which corresponds to the last row of Table |

Comparing with other classifiers We tried several classifiers, such as Multi-Lraye
Perception (MLP), Naive Bayes, and kNN. While ML&fprmed better than Naive
Bayes and kNN, none of them outperformed our tvagestprocedure; see Table lll.

Confusion matrices The confusion matrices obtained with our procedue shown
in Table IV. We can observe that misclassificatpwoblems are very rare, and quite
similar in both cases.

9 Conclusionsand Future Work

We have proposed a method of music genre clagsifican a large music dataset
using a two-stage classification methodology. Thethmdology consists in fuzzy



Table IV. Confusion Matrices

Tenfold cross-validation 60% training / 40% test split
Classifedas a b c d e f gh i j abcdefgh i|j
a. blues 1000 000 0 00003 000100001
b. country 098 000 0 0OO0O0O0O2 037 00000O0O0S3
c.classical 1 099 00 0 0000 004000O0O0O0CO0O
d. disco 101944 0 0000 10134400000
e. hiphop 100593 0 0010 1003300100
f. jazz 00O0O0O0100 0000 0OOO0O50340100
g. metal 00000 OIOOO OO 0OO10O0033000
h. pop 00000 O 39502 00100023601
i. reggae 03000 0 00990 03 00O00DO0OO0C370
j. rock 04000 0 0109 02000101036

clustering followed by disambiguation using a helassifier. As features of musical
data, we used the values obtained with the Jaodi&it.

Soon, we plan to expand the classification tmola different level by taking into
account also lyrics associated with music traaksdrticular, we will extract concep-
tual and affective information associated with soity means of semantic multi-
dimensional scaling [25] and, hence, add thesaldgi@nal semantic and sentic [26]
features for classification.
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