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God’s Machines: Descartes on the Mechanization of ivid*

Michael Wheeler

1. Never Underestimate Descartes

In 1637 the great philosopher, mathematician amdrabscientist Rene Descartes
published one of his most important texts, namiedtiscourse on the Method of Rightly
Conducting one’s Reason and Seeking the Trutheirstiencescommonly known

simply as théiscourse(Cottingham et al. 19854)This event happened over 300 years
before Turing, Ashby, Newell, Simon and the othants of cybernetics and early
artificial intelligence (Al) produced their seminabrk. Approximately the same time-
span separates tiescoursefrom the advent of the digital computer. Givenséhéacts it
will probably come as something of a surprise tleast some readers of this volume to
discover that, in this text, Descartes reflectshenpossibility of mechanizing mind. Not
only that but, as | shall argue in this chapterelegantly identifies, and takes a far from
anachronous or historically discredited stand digyaquestion regarding the
mechanization of mind, a question that, if we'raést with ourselves, we still don't
really know how to answer. As | said, never undéreste Descartes.

2. Cartesian Machines

Before we turn to the key passage fromBgcourseitself, we need to fill in some
background. And to do that we need to understarat Whscartes means by a ‘machine’.
In fact, given the different ways in which Descanites of machines and mechanisms,
there are three things that he might mean by #mat.tThey are:

a) a material system that unfolds purely accordinth&laws of blind
physical causation;

b) a material system that is a machine in the sen&®) obut to which in
addition certain norms of correct and incorrectcfioning apply;

c) a material system that is a machine in the senfg) abut which is also
either (i) a special-purpose system or (ii) angrdged collection of
special-purpose subsysteths.

As we shall see, Descartes thinks that while thegeplenty of systemia the actual
world that meet condition (a) alone, there is nothinthe actual worldhat meets
condition (b) but not condition (c). Nevertheless,thinks it isconceivablehat
something might meet (b) but not (c), so it is impot to keep these two conditions
distinct.



Let’s say that conditions (a), (b) and (c) definest different types of machine:
type-a, type-b, and type-c respectively. So wheksf things are there that count as
type-a machines? Here the key observation (fopagposes) is that when it came to
non-mental natural phenomena, Descartes was, $damhe, a radical scientific
reductionist. What made him so radical was his@aindn that (put crudely) biology was
just a local branch of physics. Prior to Descatt@s,was simply not a generally
recognized option. The strategy had overwhelmithgign to account for biological
phenomena by appealing to the presence of spetahfarces, Aristotelian forms, or
incorporeal powers of some kind. In stark contrBsiscartes argued that not only all the
non-vital material aspects of nature, but alsahelprocesses of organic bodily life —
from reproduction, digestion, and growth, to whatwould now identify as the
biochemical and neurobiological processes goingndruman and non-human animal
brains — would succumb to explanations of the sameamental character as those
found in physics. But what was that character? Adiog to Descartes, the distinctive
feature of explanation in physical science wasvtislly mechanisticmature. What
matters here is not the details of one’s sciengaaxthanics. In particular, nothing hangs
on Descartes’ own understanding of the scienceaafhanics as being ultimately the
study of nothing other than geometric changes idesmf extensiofiWhat matters here
is simply a general feature of mechanistic expianabne shared by Descartes’ science
of mechanics and our own, namely the view thatameghanistic process, one event
occurs after another, in a law-like way, througé telentless operation of blind physical
causation. What all this tells us is that, for Detes, the entire physical universe is ‘just’
one giant type-a machine. And that giant type-ammacconsists of lots of smaller type-a
machines, some of which are the organic bodie®ofhuman animals and human
beings.

So far, so good. But when we say of a particulatens system that it is a
machine, we often mean something richer than thdighaviour can be explained by the
fundamental laws of mechanics. We are judging autditly that certain norms of correct
and incorrect functioning are applicable to thategn. For example, a clock has the
function of telling the time. A broken clock fatis meet that norm. Where such norms
apply, the system in question is a type-b machinesee how the introduction of type-b
machines gives us explanatory leverage, we needamdy that a broken type-b machine
— a type-b machine that fails to function correqiigged against the relevant set of norms
— continues to follow the fundamental laws of megstsjust the samas if it were
working properly. A broken clock fails to perforts function of telling the time, but not
by constituting an exception to the fundamentaklafvmechanics. Thus we need the
notion of a type-b machine, a machine a®an-governednaterial system, to explain
what changed about the cloas a machinewhen it stopped working. (Descartes
himself makes these sorts of observations; se8itik Meditation Cottingham et al.
1985b.)

It is a key feature of our understanding of theanig bodies of non-human animals
and human beings — what | shall henceforth refastidily machine®r, to stress their
generically shared principles of operationttes bodily machine- that such systems
count as machines in the richer, normatively loatigue-b sense. This is essential to our



understanding of health and disease. Thus a hedrtibesn’t work properly is judged to
be failing to perform its function of pumping bloadbund the body. Descartes
recognizes explicitly the normatively loaded ch&aof the bodily machine. So where
does he locate the source of the all-important savfiproper functioning? As Hatfield
(1992) notes, Descartes vacillated over this p&aotnetimes he seems to argue that all
normative talk about bodily machines is, in trutb,more than a useful fiction in the
mind of the observer, what he calls an “extrandabel”. Thus, in theSixth Meditation

he says: “When we say, then, with respect to tly Isoffering from dropsy, that it has a
disordered nature because it has a dry throatdmg dot need a drink, the term ‘nature’
[the idea that the body is subject to norms ofexrand incorrect functioning] is here
used merely as an extraneous label” (Cottinghaah 4985b, 69). At other times,
however, an alternative wellspring of normativitggents itself. Descartes is clear that
the bodily machine was designed by God. As heiputgheDiscourse the body is a
machine that was “made by the hands of God” (Cgitiim et al. 1985a, 139). For
Descartes, then, organic bodies, including thodauafan beings and non-human
animals, are God’s machines. Now, it seems cotoegdy that the functional normativity
of a human-made machine is grounded in what theahusesigner of that artifact
intended it to do. This suggests that the functiomamativity of the bodily machine
might reasonably be grounded in what its desigmemely God, intended it to do. Either
way, the key point for our purposes is that someggSamn machines, including all bodily
machines, are explicable as norm-governed syst8imsn the surely plausible thought
that useful fictions can be explanatorily powerthit would be true on either of
Descartes’ candidate views of the source of sucmativity.”

Time to turn to the notion of a type-c machinemachine as (additionally) a
special-purpose system or as an integrated callecti special-purpose subsystems. To
make the transition from type-b to type-c machinesneed to pay particular attention to
the workings of the Cartesian bodily machine. Adjplace to start is with Descartes’
account of the body’s neurophysiological mechani¥scording to Descartes, the
nervous system is a network of tiny tubes alongctvifiow the *animal spirits’, inner
vapours whose origin is the heart. By acting inag which (as Descartes himself
explains it in thelreatise on Mahis rather like the bellows of a church-organ poglair
into the wind-chests, the heart and arteries postanimal spirits out through the pineal
gland into pores located in various cavities oflth&n (Cottingham et al. 1985a, 104).
From these pores, the spirits flow down neural $ubat lead to the muscles, and thus
inflate or contract those muscles to cause boddyaments. Of course, the animal spirits
need to be suitably directed, so that the outcanaehbiodily movement appropriate to the
situation in which the agent finds herself. Thiadhieved in the following way. Thin
nerve-fibres stretch from specific locations ongbasory periphery to specific locations
in the brain. When sensory stimulation occurs pagicular organ, the connecting fibre
tenses-up. This action opens a linked pore in #véies of the brain, and thus releases a
flow of animal spirits through a corresponding gain the pineal gland. Without further
modification, this flow may be sufficient to cause appropriate bodily movement.
However, the precise pattern of the spirit-flowgd dnus which behaviour actually gets
performed, may depend also on certain guiding psggfical interventions resulting
from the effects of memory, the passions, and (alydor what is to follow) reason.



The fine-grained details of Descartes’ neurophyggjimlal theory are, of course,
wrong. However, if we shift to a more abstract stual level of description, what
emerges from that theory is a high-level speciitrator a control architecture, one that
might be realized just as easily by a system aftetal and biochemical transmissions —
i.e., by a system of the sort recognized by conteany neuroscience — as it is by
Descartes' ingenious system of hydraulics. To fdehesaspecification let’'s assume that
the bodily machine is left to its own devices (that it is left to function without the
benefit of psychological interventions) and askhd&/might be expected of it?". As we
have seen, Descartes describes the presence oatdetlinks between (a) specific
peripheral sites at which the sensory stimulatiocuos, and (b) specific locations in the
brain through which particular flows of movemenogucing animal spirits are released.
This makes it tempting to think that the structunajanization of the unaided (by the
mind) bodily machine would, in effect, be that dbak-up-table, a finite table of stored
if-this-then-do-that transitions between particurgruts and particular outputs. This
interpretation, however, ignores an important featf Descartes’ neurophysiological
theory, one that we have not yet mentioned. Thiepabf released spirits (and thus
exactly which behaviour occurs) is sensitive toghgsical structure of the brain.
Crucially, as animal spirits flow through the ndutdes, they will sometimes modify the
physical structure of the brain around those tubied,thereby alter the precise effects of
any future sensory stimulations. Thus Descartexmlglenvisages the existence of locally
acting bodily processes through which the unaidadhime can, in principle, continually
modify itself, so that its future responses to mdaag stimuli are partially determined by
its past interactions with its environment. Thesgrece of such processes suggests that
the bodily machine, on its own, is potentially daleaof intra-lifetime adaptation, plus, it
seems, certain simple forms of learning and menidngrefore (on some occasions at
least) the bodily machine is the home of mechanisimie complex than rigid look-up-
tables.

What we need right now, then, is a high-level djpeation of the generic control
architecture realized by the bodily machine, ora tiot only captures the intrinsic
specificity of Descartes’ dedicated mechanismslattalso allows those mechanisms to
feature internal states and intrinsic dynamics #natmore complex than those of, for
example, look-up-tables. Here is the suggestimnbbdily machine should be
conceptualized as an integrated collection of ghgirpose subsystems, where the
qualifier ‘special-purpose’ indicates that eachsygbem is capable of producing
appropriate actions only within some restricted-tasmain. Look-up-tables constitute
limiting cases of such an architecture. More complgangements, involving the
possibility of locally determined adaptive changéhwm the task-domain, are, however,
possible. What all this tells us is that, accordm@escartes, the bodily machine is a
type-c machine.

That concludes our brief tour of the space of Gatemachines. Now, what about
mechanizing the mind?

3. The Limits of the Machine



As we have seen, for Descartes, the phenomenaddy lite can be understood
mechanistically. But did he think that the same Ima@dstic fate awaited the phenomena
of mind? It might seem that the answer to this jaesnust be a resounding ‘no’. One of
the first things that anyone ever learns about Bxss is that he was a substance dualist.
He conceptualized mind as a separate substancepnysically distinct from physical
stuff) that causally interacts with the materialrldan an intermittent basis during
perception and action. But if mind is immaterilkn (it seems) it can’t be a machine in
any of the three ways that Descartes recognizesg giach of those makes materiality a
necessary condition of machine-hood.

Game over? Not quite. Let’'s approach the issue fatifferent angle, by asking an
alternative question, namely ‘What sort of capasitnight the bodily machine realize?’.
Since the bodily machine is a type-c machine,dghiss us a local (organism-centred)
answer to the question ‘What sort of capacitieshinggtype-c machine realize?’. One
might think that the answer to this question m&sabtonomic responses and simple
reflex actions (some of which may be modified atlaby over time), but not much else.
If this is your inclination, then an answer thatsbartes himself gives in thigeatise on
Man might include the odd surprise, since he iderdtifiet only “the digestion of food,
the beating of the heart and arteries, the noumsitrand growth of the limbs, respiration,
waking and sleeping [and] the reception by theredesense organs of light, sounds,
smells, tastes, heat and other such qualities alsat “the imprinting of the idea of these
gualities in the organ of the ‘common’ sense amdittagination, the retention or
stamping of these ideas in the memory, the intenmlements of the appetites and
passions, and finally the external movements ahalllimbs (movements which are...
appropriate not only to the actions of objects @nésd to the sense, but also to the
passions and impressions found in memory...)” (@gittam et al. 1985a, 108). In the
latter part of this quotation, then, Descartestakeange of capacities that many
theorists, even now, would be tempted to regagsgshological in character, and judges
them to be explicable by appeal to nothing moreydhan the workings of the bodily
machine. And here is another example of Descagtes'mous faith in the power of
‘mere’ organic mechanism. According to Descarties first stage in the phenomenon of
hunger is excitatory activity in certain nerveshe stomach. And he claims that this
purely physical activity is sufficient to initiateodily movements that are appropriate to
food-finding and eating. Thus once again we leesmfDescartes that the body, unaided
by the mind, is already capable of realizing reklii complex adaptive abilities. (This is,
of course, not the whole story about hunger. illlifi the rest later.)

Should we be surprised by Descartes’ account ot thigabodily machine can do?
Not really. As we have seen, Descartes often appedalrtifacts as a way of illustrating
the workings of the bodily machine. When he doés tie doesn’t focus on artifacts that,
in his day, would have been thought of as dull andane, examples that might
reasonably lead one to suspect that some sorflatideary judgment on the body is in
play. Rather, he appeals to examples that, indyswould have been sources of popular
awe and intellectual respect. These include clgek®, expensive and much admired as
engineering achievements) and complex animal-likeraata (as bought by the wealthy



elite of seventeenth century Europe to entertathisapress even their most sophisticated
guests). (For more on this, see Baker and Mor@6192-3.) So when Descartes
describes the organic body as a machine, we aposag to gasp with admiration, not
groan with disappointment. In fact we are suppdedzk doubly impressed, since
Descartes thought that the bodily machine was dedi@py God, and so is “incomparably
better ordered than any machine that can be delsjgetan, and contains in itself
movements more wonderful than those in any sucthimat(Discourse Cottingham et

al. 1985a, 139). Our bodies are God’s machineanéxpectations of them should be
calibrated accordingly.

Now that we are properly tuned to Descartes’ endsus for ‘mere’ mechanism,
we can more reliably plot the limits that he placedthe bodily machine. Here, the
standard interpretation of Descartes’ position fes an immediate answer: the bodily
machine is incapable of conscious experience (ge&\8lliams 1990, 282-3). But is this
really Descartes’ view? Departing from the trauial picture, Baker and Morris (1996)
have argued that Descartes held some aspects sficoaness to be mechanizable. This
sounds radical, until one discovers that, accorthrngaker and Morris, the sense in
which, for Descartes, certain machines were consd®the sense in which we can use
expressions such as ‘see’ or ‘feel pain’ to degmgfi@he ‘input’ half of) fine-grained
differential responses to stimuli (from both insated outside the ‘machine’) mediated by
the internal structure and workings of the machifpe99). Those who favour the
traditional interpretation of Descartes might neti@l — with some justification I think,
and in spite of protests by Baker and Morris (52@%® 100) — that Descartes would not
have considered this sort of differential respomsass to stimuli to be a form of
consciousness at all, at least not in any intergsir useful sense. Indeed, if he had
thought of things in this way he would seeminglydaeen committed to the claim that
all sorts of artifacts available in his day (elge aforementioned entertainment automata)
were conscious. It is very unlikely that he wouliea embraced such a consequence.
Nevertheless, in spite of such worries about theeBand Morris line, | think that some
doubt has been cast on the thought that conscissigmevides a sufficiently sharp
criterion for determining where, on Descartes’ vi¢hwe limits of mere mechanism lie. It
would be nice to find something better.

Time then to explore the passage fromBigcoursein which Descartes explicitly
considers the possibility of machine intelligenidere it is:

[We] can certainly conceive of a machine so comrséd that it utters words,
and even utters words which correspond to bodilpas causing a change in
its organs (e.g., if you touch it in one spot iksagou what you want of it, if
you touch it in another it cries out that you awvetimg it, and so on). But it is
not conceivable that such a machine should prodiffszent arrangements of
words so as to give an appropriately meaningfulvanso what is said in its
presence, as the dullest of men can do... [Arg}en though such machines
might do some things as well as we do them, orggesieven better, they
would inevitably fail in others, which would revelkt they were acting not
through understanding, but only from the disposit their organs. For



whereas reason is a universal instrument whichbeamsed in all kinds of
situations, these organs need some particular sitspofor each particular
action; hence it is for all practical purposes isgible for a machine to have
enough different organs to make it act in all thetmgencies of life in the
way in which our reason makes us act. (Cottinghaah 4 985a, 140)

Once again Descartes’ choice of language may ndislsanto thinking that, on his view,
any entity which qualifies (in the present conted)a machine must be a look-up-table.
For example, he tells us that his imaginary roloté only from the disposition of [its]
organs”, organs that “need some particular diswsfor each particular action”.
However, the way in which this robot is supposedtok is surely intended by Descartes
to be closely analogous to the way in which theorgbodily machine is supposed to
work. (Recall Descartes’ enthusiasm for drawingsiitative parallels between the
artificial and the biological when describing therkings of the bodily machine.) So we
need to guarantee that there is conceptual roomdscartes’ imaginary robot to feature
the range of processes that, on his account, werelfto be possible within the organic
bodily machine. In other words, Descartes’ imagjmabot needs to be conceived as an
integrated collection of special-purpose subsystamsie of which may realize certain
simple forms of locally driven intra-lifetime adagion, learning and memory. In short,
Descartes’ robot is a type-c machine.

With that clarification in place, we can see thgéd passage as first plotting the
limits of machine intelligence, and then explainb@h why these limits exist and how
human beings go beyond them. First let's see witerémits lie. Descartes argues that
although a machine might be built which is (a) ablproduce particular sequences of
words as responses to specific stimuli, and (kg &bperform individual actions as well
as, if not better than, human agents, no mere maduauld either (c) continually
generate complex linguistic responses which asehille sensitive to varying contexts, in
the way that all linguistically competent humanngs do, or (d) succeed in behaving
appropriately in any context, in the way that &hhviourally normal human beings do.
Here one might interpret Descartes as proposingsgparate human phenomena —
generative language-use and a massive degree mthaddbehavioural flexibility — both
of which are beyond the capacities of any mere maq{fior this sort of interpretation,
see Williams 1990, 282-3). However, | think thatréhis another, perhaps more
profitable way of understanding the conceptualti@hs in operation, according to which
(a) and (c) ought to be construed as describingpleeial, linguistic instance of the
general case described by (b) and (d). On thisgreation, although it is true that the
human capacity for generative language-use is @yeoivmarking the difference
between mere machines and human beings, the paimid machine (in virtue solely of
its own intrinsic capacities) could reproduce teegyative and contextually sensitive
linguistic capabilities displayed by human beingactually just a restricted version of
the point that no machine (in virtue solely ofiitrinsic capacities) could reproduce the
unrestricted range of adaptively flexible and catially sensitive behaviour displayed
by human beings. This alternative interpretatioplaisible, | think, because when
Descartes proceeds in the passage to explain vidhthiat no mere machine is capable of



consistently reproducing human-level behaviourdbdes not mention linguistic
behaviour at all, but concentrates instead on ¢imelimguistic case.

To explain why the limits of machine intelligende Where they do, Descartes
argues as follows: Machines can act “only from[#pecial-purpose] disposition of their
organs”. Now, if we concentrate on some individgahtextually-embedded human
behaviour, then it is possible that a machine mighbuilt that incorporated a special-
purpose mechanism (or set of special-purpose messhaphwhich would enable the
machine to perform that behaviour as well as, dngges even better than, the human
agent. However, it would be impossible to incorp@iato any one machine the vast
number of special-purpose mechanisms that wouledpgired for that machine to
consistently and reliably generate appropriate Welain all the different situations that
make up an ordinary human life. So how do human$?d@/hat machines lack, and what
humans enjoy, is the faculty of understanding asoa, that “universal instrument which
can be used in all kinds of situations”. In oth@rds, the distinctive and massive
adaptive flexibility of human behaviour is explaihiey the fact that humans deploy
general-purpose reasoning processes

It is important to highlight two features of Dedest position here. First,
Descartes’ global picture is one in which, in hurbaimgs, reason and mechanism
standardly work together to produce adaptive behayvilo see this, let’s return to the
case of hunger introduced above. As | explaifesfitst stage in the phenomenon of
hunger (as Descartes understands it) involvesatrcyt mechanical activity in the
stomach that, in a way unaided by cognitive praeggsitiates bodily movements
appropriate to food-finding and eating. Howevecaading to Descartes, some of the
bodily changes concerned will often lead to meatelrathanges in the brain which in
turn cause associated ideas, including the consaiensation of hunger, to arise in the
mind. At this point in the flow of behavioural coolt such ideas may prompt a phase of
judgement and deliberation by the faculty of reasolfowing which the automatic
movements generated by the original nervous agtmdy be revised or inhibited.

Second, the pivotal claim in Descartes’ argumetttas no single machine could
incorporate the enormous number of special-purpasshanisms that would be required
for it to reproduce human-like behaviour. So wisahie status of this claim? Descartes
writes (in translation) that “is for all practical purposegnpossible for a machine to
have enough different organs to make it act imhalcontingencies of life in the way in
which our reason makes us act” (emphasis addelbt. tdrns on the expression ‘for all
practical purposes’. The French phrase in Descantiggnal text ismoralement
impossible- literally ‘morally impossible’. The idea thatreething which is morally
impossible is something which is impossifde all practical purposess defended
explicitly by Cottingham (1992b, 249), who cites,taxtual evidence, Descartes’
explanation of moral certainty in tiRrinciples of PhilosophyThere the notion is
unpacked as certainty that “measures up to thaiogrtwe have on matters relating to
the conduct of life which we never normally doubfjugh we know it is possible
absolutely speaking that they may be false” (Cgttam et al. 1985a, 290). | am
persuaded by Cottingham'’s interpretation of the Meyase (despite the existence of



alternative readings; see e.g. Baker and Morri821Ppp.183-8, especially footnote 331
on p.185). And | am equally persuaded by the ugeGttingham makes of that
interpretation in his own discussion of the taqgatsage from thBiscourse(see
Cottingham 1992b, pp.249-52). There he leans omtegpretation omoralement
impossibleto argue that Descartes’ pivotal claim does notdeding to Descartes
anyway) have the status of a necessary truth. Ratl®a scientifically informed
empirical bet. Descartes believes that the masaiaptive flexibility of human behaviour
cannot be generated or explained by the purely amgstic systems of the body, since, as
far as he can judge, it is practically impossiblednstruct a machine which contains
enough different special-purpose mechanisms. Howvbeeds, as far as this argument is
concerned, committed to the view that the uppeitdiof what a mere machine might do
must, in the end, be determined by rigorous sdientivestigation and not by
philosophical speculation. In other words, Descastecepts that his view is a hostage to
ongoing developments in science. And that exphaimg he thinks itonceivable
(although, on the basis of present evidence, ug)ikkat something might be a type-b
machine without being a type-c machine.

4. Mechanics and Magic

Say one wanted to defend the view that mind mayéehanizedvithout exception

How might one respond to Descartes’ argument? ldeagotential line of argument.
One might (a) agree that we have reason in Destégeneral-purpose) sense, but (b)
hold that reason (in that sense) can in fact behar@zed, and so (c) hold that the
machines that explain human-level intelligence égalpurpose ones) are such as to
escape Descartes’ tripartite analysis of machireghbet’'s see how one might develop
this case.

Between Descartes and contemporary Al came thie diithe digital computer.
What this did (among other things) was to effeatidespread transformation in the very
notion of a machine. According to Descartes’ preygatational outlook, machines
simply were integrated collections of special-pwgmechanisms. To Descartes himself,
then, reason, in all its (allegedly) general-pugoglry, looked staunchly resistant to
mechanistic explanation. In the twentieth centhowever, mainstream thinking in
artificial intelligence was destined to be buitt fart) on a concept that would no doubt
have amazed and excited Descartes himself, viedheept of gyeneral-purpose
reasoning machinerhe introduction of mechanistic systems thatizeajeneral-purpose
reasoning algorithms is not something that Dessdnit@self even considered (how could
he have?) but (one might argue) the arrival of fystems has shown how general-
purpose reason, that absolutely core and, accotdibgscartes, unmechanizable aspect
of the Cartesian mind, might conceivably be redlliag a bodily machine. Let’s call such
a machine a type-d machine. Evidence of the impoeaf type-d machines to Al
abounds in the literature. It includes massivefluamtial individual models, such as
Newell and Simon’§&eneral Problem SolvéNewell and Simon 1963), a program that
used means-end reasoning to construct a plan steregtically reducing the difference
between some goal-state (as represented in theimeqemd the current state of the
world (as represented in the machine). And it ideBigeneric approaches to machine



intelligence, such as mainstream connectionistritee@more on which below) that think
of the engine room of the mind as containing justnall number of general-purpose
learning algorithms, such as Hebbian learning aukipropagation.

So is this a good response to Descartes’ argunhelot?t think so. Why? Because
it runs headlong into a long-standing enemy of Abkn as thérame problemin its
original form, the frame problem is the problentbéaracterizing, using formal logic,
those aspects of a state that are not changed &gtian (see e.g. Shanahan 1997).
However, the term has come to be used in a lesswavay, to name a multi-layered
family of interconnected worries to do with the afidg of epistemic states in relevance-
sensitive ways (see e.g. the range of discussioRgliyshyn 1987). A suitably broad
definition is proposed by Fodor, who describesftame problem as “the problem of
putting a “frame” around the set of beliefs thatymaed to be revised in the light of
specified newly available information” (Fodor 1983,2-13). Here | shall be concerned
with the frame problem in its more general form.

To see why the framing requirement described byFodnstitutes a bona fide
problem, as opposed to merely a description of wkatls doing, consider the following
example due to Dennett (1984). Imagine a mobit@tthat has the capacity to reason
about its world by proving theorems on the basisitgfrnally stored, logic-based
representations. (This architecture is just onesipddy. Nothing about the general frame
problem means that it is restricted to control slyst whose representational states and
reasoning algorithms are logical in character.sThbot needs power to survive. When
it is time to find a power-source, the robot proadteorem such as PLUG-INTO(Plug,
Power-source). The intermediate steps in the pemEsent sub-goals which the robot
needs to achieve, in order to succeed at its n@ahdj retrieving a power-source (cf. the
means-end reasoning algorithm deployed by GPSeasioned above).

Now, consider what might happen when our hypothétimbot is given the task of
collecting its power-source from a room which atsatains a bomb. The robot knows
that the power-source is resting on a wagon, dedides (quite reasonably, it seems) to
drag that wagon out of the room. Unfortunatelylthenb is on the wagon too. The result
is a carnage of nuts, bolts, wires, and circuitrtd®a It is easy to see that the robot was
unsuccessful here because it failed to take acagwrie crucial side-effect of its action,
viz the movement of the bomb. So, enter a new ingmaobot. This one operates by
checking for every side-effect of every plan thatanstructs. This robot is unsuccessful
too, simply because it never gets to perform ai@actt just sits there and ruminates.
What this shows is that it is no good checkingeieery side-effect of every possible
action before taking the plunge and doing somethiihgre are just too many side-effects
to consider, and most of them will be entirelyligkant to the context of action. For
example, taking the power-source out of the rooanges the number of objects in the
room, but, in this context, who cares? And notita the robot needs to consider not
only things about its environment which have changet also things which have not.
Some of these will be important some of the tiniegmg a particular context. So the robot
needs to know which side-effects of its actionsahdth unchanged facts about its
world are relevant, and which are not. Then itjcatignore all the irrelevant facts. Of
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course, if the context of action changes, then whants as relevant may change. For
instance, in a different context, it may be abslutrucial that the robot takes account
of the fact that, as a result of its own actiohs, tumber of objects in the room has
changed.

We have just arrived at the epicentre of the franadlem, and it's a place where
the idea of mind as machine confronts a numbeiffiult questions. For example,
given a dynamically changing world, how is a punalgchanistic system to take account
of those state-changes in that world (self-indumedtherwise) which matter, and those
unchanged states in that world which matter, wingisbring those which do not? And
how is that system to retrieve and (if necessarygvise, out of all the beliefs that it
possesses, just those beliefs that are relevaaine particular context of action? In
short, how might a ‘mere’ machine behave in wags #ne sensitive to context-
dependent relevance?

One first-pass response to these sorts of questitinise to claim that the machine
should deploy stored heuristics (rules of thumhj} ttetermine which of its rules and
representations are relevant in the present situaBut are relevancy heuristics really a
cure for the frame problem? It seems not. Thegssiog mechanisms concerned would
still face the problem of accessing just thoseviaatey heuristics that are relevant in the
current context. So how does the system decidehndfids stored heuristics are
relevant? Another, higher-order set of heuristicsild seem to be required. But then
exactly the same problem seems to re-emerge gbribegssing level, demanding further
heuristics, and so on. It is not merely that soorea combinatorial explosion or infinite
regress beckons here (which it does). A furtheceam in the judgment of some notable
authorities, is that we seem to have no good id&aw a computational process of
relevance-based update might work. As Horgan aedsbin (1994) point out, the
situation cannot be that the system first retriewesner structure (an item of
information or a heuristic), and then decides wletr not it is relevant, as that would
take us back to square one. But then how can gtersyassign relevance until the
structure has been retrieved?

But if the frame problem isucha nightmare, how come Al hasn’t simply ground
to a halt? According to many front-line criticstbe field (including Dreyfus, this
volume), most Al researchers (classical and comm@st) have managed to side-step the
frame problem precisely because they have tendagsiame that real-world cognitive
problem-solving can be treated as a kind of mesdycamplicated approximation to
reasoning (or learning) in artificially restrictearlds that are relatively static, essentially
closed, and feature some small number of contéxdstmn. In such worlds, all the
contexts that could possibly arise may be idemtifiad defined, alongside all the factors
that could possibly count as relevant within eaicthem. So the programmer can either
take comprehensive and explicit account of thecesfef every action or change, or work
on the assumption that nothing changes in a seaeoaless it is explicitly said to change
by some rule. And if those strategies carried tigh lan adaptive cost in terms of
processing resources, well-targeted relevancy $iesiwould appear to have a good
chance of heading off the combinatorial explosiang search difficulties that threaten.
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One might think, however, that the actual worlceoftonsists of an indeterminate
number of dynamic, open-ended, complex scenariaioh context-driven and context-
determining change is common and ongoing, and islwast ranges of cognitive space
might, at any time, contain the relevant psychalafgelements. It is in this world that the
frame problem really bites, and in which (it seethg)aforementioned strategies must
soon run out of steam.

From what we have seen so far, the frame problekslto be a serious barrier to
the mechanization of mind. Indeed, one possiblelosion that one might draw from the
existence and nature of the frame problem is thatdm intelligence is a matter of magic
not mechanics. However, it is at least arguablettieframe problem is in fact a by-
product of mind conceived as a general-purposee{thpmachine, rather than of mind
conceived as machirggmpliciter. What mandates this less extreme conclusionthié's
following line of thought. On the present proposahat guarantees that “[mechanical]
reason is [in principle] a universal instrument g¥hcan be used in all kinds of
situations” is, at root, that the reasoning mecsrargoncerned has free and total access to
a gigantic body of rules and information. Somewherthat vast sea of structures lie the
cognitive elements that are relevant to the presemtext. The perhaps insurmountable
problem is how to find them in a timely fashionnga process of purely mechanical
search. What this suggests is that we might do teetject the very idea of the bodily
machine as a general-purpose reasoning machinép ameestigate what happens to the
frame problem if we refuse to accept Descartestation to go beyond special-purpose
mechanisms in our understanding of intelligence.

Here is the view from the armchair: a system caoiestd from a large number of
special-purpose mechanisms will simply take then&groblem in its stride. This is
because, in any context of action, the special-qeepnechanism that is appropriately
activated will, as a direct consequence of itsglednave access to no more than a highly
restricted subset of the system’s stock of rulesrapresentations. Moreover, that subset
will include just those rules and representatidrad aire relevant to the adaptive scenario
in which the system finds itself. Therefore theckof unmanageable search space that the
frame problem places in the path of a general-mepoechanism is simply never
established. So those are the armchair intuitiBosis there any evidence to back them
up? Here is a much-discussed model from the diseif biorobotics.

Consider the ability of the female cricket to fimanate by tracking a species-
specific auditory advertisement produced by theematcording to Barbara Webb’s
robotic model of the female cricket’s behavioumeheoughly, is how the phonotaxis
system works (for more details, see Webb 1993, 1&9the discussion in Wheeler
2005). The basic anatomical structure of the feroatket’'s peripheral auditory system
is such that the amplitude of her ear-drum vibratigll be higher on the side closer to a
sound-source. Thus, if some received auditory $ignadeed from a conspecific male,
all the female needs to do to reach him (all thingimg equal) is to continue to move in
the direction indicated by the ear-drum with thghleir amplitude response. So how is
that the female tracks only the correct stimuluk® @nswer lies in the activation profiles
of two interneurons (one connected to each ofehgafe cricket’s ears) that mediate
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between ear-drum response and motor behaviourd@tesy rates of these interneurons
are tightly coupled with the specific temporal pattof the male’s song, such that signals
with the wrong temporal pattern will simply fail pyoduce the right motor-effects.

Why is this robotic cricket relevant to the framreldem? The key idea is
suggested by Webb’s own explanation of why the gsed mechanism is adaptively
powerful: “Like many other insects, the cricket l@asimple and distinctive cue to find a
mate, and consequently can have a sensory-motdramisen that works for this cue and
nothing else: there is no need to process soungneral, provided this specific sound
has the right motor effects. Indeed, it may be athgeous to have such specificity built
in, because it implicitly provides ‘recognition’ tife correct signal through the failure of
the system with any other signal” (Webb 1993, 10892)easonable gloss on this picture
would be that, rather than starting outside of eswnh&and having to find its way in using
relevancy heuristics and so on, the cricket’'s sguirpose mechanism, in the very
process of being activated by a specific envirortaddgrigger, brings a context of activity
along with it, implicitly realized in the very opgmg principles which define that
mechanism’s successful functioning. Thus, to regleaarmchair intuition, there is no
frame problem here because the kind of unmanageahleh space that the frame
problem places in the path of a general-purposénamesm is simply never established.

If one takes the sort of mechanism described bybB/\Vgbneralizes the picture so
that one has an integrated architecture of suclhamems, and then looks at the result
through historically tinted glasses, then it seémnm®flect two of Descartes’ key thoughts:
(a) that organic bodies are collections of spegiapose subsystems (type-c machines),
and (b) that such subsystems (individually andoimisination) are capable of some
pretty fancy adaptive stuff. Moreover, this wouégm to be a machine that solves the
frame problem (in effect, by not letting it aris&€his looks to be a step forward — and it
is. Unfortunately, however, it falls short of wive¢ need. It falls short because while it
solves the frame problem, it doesn't solve Dessapmblem. As we know, Descartes
himself argued that there was a limit to what aoNection of special-purpose
mechanisms could do: no single machine, he thoeghtd incorporate the enormous
number of special-purpose mechanisms that wouledpgred for it to reproduce the
massive adaptive flexibility of human behaviourafs why, in the end, Descartes
concludes that intelligent human behaviour is tgtycthe product of general-purpose
reason. Nothing we have discovered so far sugtfest®escartes was wrong about that.
Here’s the dilemma, in a nutshell: If we mechargeaeral-purpose reason, we get the
frame problem; so that’s no good. But if we don&ahanize general-purpose reason, we
have no candidate mechanistic explanation for tagsime adaptive flexibility of human
behaviour; so that's no good either. The upshtitasif we are to resist Descartes’ anti-
mechanistic conclusion, something has to give.

At this juncture let’s return to the target passtigem theDiscourse There is, |
think, a tension hidden away in Descartes’ claiat {as it appears in the standard
English translation) “reason is a universal insteatwhich can be used in all kinds of
situations”. Strictly speaking, if reason isi@iversalinstrument then, at least potentially,
it ought to be possible for it to be applied umietdly, across the cognitive board. If
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this is right then ‘all kinds of situations’ needsbe read as ‘any kind of situation’.
However, | don’t think we ordinarily use the phréasikinds of’ in that way. When we
say, for example, that the English cricket teampeatedly slaughtered by Australia
during the 2006-7 Ashes tour, are currently in katids of problems’, we mean not that
the team faces all the problems there are in thédwout rather that they face a wide
range of different problems. But now if this pierfeordinary language philosophy is a
reliable guide for how we are meant to read Dessadaim about reason, then that
claim is weakened significantly. The suggestion m®anly that reason is an instrument
that can be used mwide range of different situations

With this alternative interpretation on the taldag might think that the prospects
for an explanation of human reason in terms ofatherings of a type-c machine are
improved significantly. The argument would go likés:

Human reason is, in truth, a suite of specializggtpological skills and
tricks with domain-specific gaps and shortcomiriggat would still be an
instrument that can be used in a wide range oéudifft situations. And by
Descartes’ own lights, a material system of intesgtapecial-purpose
mechanisms (a type-c Cartesian machine) ought tapable of this sort of
cognitive profile.

But this is to move too quickly. For even if thaioh that reason is a “universal
instrument” over-states just how massively flexiblenan behaviour really is, it's
undeniably true that human beings are impressilekyble. Indeed, the provisional
argument just aired fails to be sufficiently semsito the thought that an instrument that
really can be used successfully across a wide rahdiferent situations is an instrument
that must be capable of fast, fluid and flexiblatext-switching. Crucially, this sort of
capacity for real-time adaptation to new contepigears to remain staunchly resistant to
exhaustive explanation in terms of any collectibpurely special-purpose mechanisms.
The worry is this: so far, we have no account efrtrechanistic principles by which a
particular special-purpose mechanism is selectad the vast range of such mechanisms
available to the agent and then placed in confrti@agent’s behaviour at a specific
time. One can almost hear Descartes’ ghost asairasthat we will ultimately need to
posit a general-purpose reasoning system whoseipto survey the options and make
the choice. But if that’s the ‘solution’, then tteor to the frame problem would be re-
opened, and we would be back to square one (cgdheuts).

5. Plastic Machines

Our task, then, is to secure adaptive flexibilityaoscale sufficient to explain open-ended
adaptation to new contexts, without going beyondenmeechanism and without a return
to Cartesian general purpose reason. Here is astigg (an incomplete one, | freely
admit) for how this might be achieved.

Roughly speaking, the term ‘connectionism’ picks @search on a class of
intelligent machines in which a (typically) largember of interconnected units process
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information in parallel. In as much as the braio immade up of a large number of
interconnected units (neurons) that process infooman parallel, connectionist
networks are ‘neurally inspired’, although usuatya massive level of abstraction. Each
unit in a connectionist network has an activatewel regulated by the activation levels
of the other units to which it is connected, atidndardly, the effect of one unit on
another is either positive (if the connection isigatory) or negative (if the connection is
inhibitory). The strengths of these connectionskai@vn as the network’s weights, and it
is common to think of the network’s ‘knowledge’lzsing stored in its set of weights.
The values of these weights are (in most netwarlaifiable, so, given some initial
configuration, changes to the weights can be madehamprove the performance of the
network over time. In other words, within all soofslimits imposed by the way the input
is encoded, the specific structure of the netwark] the weight-adjustment algorithm,
the network may learn to carry out some desiredthopitput mapping.

Most work on connectionist networks has tendedtecentrate on architectures
that, in effect, limit the range and complexitypafssible network dynamics. These
features include (a) neat symmetrical connectigliy noise-free processing, (c) update
properties which are based either on a globaltaligseudo-clock or on methods of
stochastic change, (d) units which are uniformtincgure and function, (e) activation
passes that proceed in an orderly feed-forwarddashnd (f) a model of
neurotransmission in which the effect of one neisrantivity on that of a connected
neuron will simply be either excitatory or inhiligo and will be mediated by a simple
point-to-point signalling process. Quite recentigwever, some researchers have come
to favour a class of connectionist machines wither system dynamics, so-called
dynamical neural networkienceforttDNNS.

What we might, for convenience, call mark-one DNéure the following sorts
of properties (although not every bona fide exangple mark-one DNN exhibits all the
properties listed): asynchronous continuous-tinee@ssing, real-valued time delays on
connections, non-uniform activation functions, deftately introduced noise, and
connectivity which is not only both directionallyprestricted and highly recurrent, but
also not subject to symmetry constraints (seeBegr and Gallagher 1992, Husbands et
al. 1995). Mark-two DNNs add two further twiststbe architectural story. In these
networks, christened GasNets (Husbands et al. 1888standard DNN model is
augmented with (i) modulatory neurotransmissiorgading to which fundamental
properties of neurons, such as their activatiofiilpsy are transformed by arriving
neurotransmitters), and (ii) models of neurotramtars that diffuse virtually from their
source in a cloud-like, rather than a point-to-pamanner, and thus affect entire volumes
of processing structures. GasNets thus providatfoph for potentially rich interactions
between two interacting and intertwined dynamicathanisms — virtual cousins of the
electrical and chemical processes in real nervgstess. Diffusing ‘clouds of
chemicals’ may change the intrinsic propertieshefartificial neurons, thereby changing
the patterns of ‘electrical’ activity, whilst ‘eletcal’ activity may itself trigger ‘chemical’
activity. So, dropping the scare quotes, thesegio&lly inspired machines feature
neurotransmitters that may not only transform thadfer functions of the neurons on
which they act, but which may do so on a grandes@a a result of the fact that they act
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by gaseous diffusion through volumes of brain-speat@er than by electrical
transmission along connecting neural wires.

Systems of this kind have been artificially evoRr&mcontrol mobile robots for
simple homing and discrimination tasks. So whatsdbe analysis of such machines tell
us? Viewed as static wiring diagrams, many of tieeessful GasNet controllers appear
to be rather simple structures. Typical networlkdee a very small number of primitive
visual receptors, connected to a tiny number oéiramd motor neurons by just a few
synaptic links. However, this apparent structumapdicity hides the fact that the
dynamics of the networks are often highly complexolving, as predicted, subtle
couplings between chemical and electrical proce$s®sexample, it is common to find
adaptive use being made of oscillatory dynamichhsetworks, some of whose
properties (e.g., their periods) depend on spi&lres of the modulation and diffusion
processes, processes which are themselves detdrhyiriee changing levels of
electrical activity in the neurons within the netw@for more details, see Husbands et al.
1998). Preliminary analysis suggests that thesgtmmnterwoven dynamics will
sometimes produce solutions which are resistaahyomodular decomposition.
However, there is also evidence of a kind of tramsmodularity in which, over time, the
effects of the gaseous diffusible modulators dthenetwork through different phases of
modular and non-modular organization (Husbandsgmetl communication).

What seems clear, then, is that the sorts of maslhirst described realize a
potentially powerful kind of ongoing fluidity, ortbat involves the functional and even
the structural reconfiguration of large networksomponents. This is achieved on the
basis of bottom-up systemic causation that invohaagtiple simultaneous interactions
and complex dynamic feedback loops, such that@gausal contribution of each
systemic component partially determines, and isglgrdetermined by, the causal
contributions of large numbers of other systemimponents, and, moreover, (b) those
contributions may change radically over time. (Tikigshat Clark (1997) dubs
continuous reciprocal causation.) At root, GasMetsmechanisms of significant
adaptive plasticity, and it seems plausible the frecisely this sort of plasticity that,
when harnessed and tuned appropriately by seleatitgarning to operate over different
time-scales, may be the mechanistic basis of opdeetadaptation to new contexts. It is
a moot point whether or not this plasticity moveseutirely beyond the category of type-
¢ machines. To the extent that one concentratéiseoway in which GasNets may shift
from one kind of modular organization to anotherrgalizing the kind of transient
modularity mentioned above), the view is compatibiih a story in which context
switching involves a transition from one arrangetr@drspecial-purpose systems to
another. Under these circumstances, perhaps idWmibppropriate to think of GasNets
as type-c.5 machines.

6. Concluding Remarks
In theDiscourseDescartes lays down a challenge to the advocdteahechanization

of mind. How can the massive adaptive flexibiliyhoman-level intelligence be
explained without an appeal to a non-mechanistialfa of general-purpose reason?
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Descartes’ scientifically informed empirical bethst it cannot. Of course, his
conclusion is based on an understanding of madimoe-that is linked conceptually to
the notion of special-purpose mechanisms. This nstaleding, and thus his conclusion,
has been disputed by the subsequent attempt io Wethanize general-purpose reason.
However, since this ongoing attempt is ravagedckeyfitame problem, it does not
constitute a satisfactory response to Descartedlesige. Are plastic machines, as
exemplified by GasNets, the answer? As | writagdw of no empirical work which
demonstrates conclusively that the modulatory mee® instantiated in GasNets can
perform the crucial context-switching function thaiave attributed to them. For while
there is abundant evidence that such processes@diate the transition between
different phases of behaviour within the same {&skith et al. 2001), that is not the
same thing as switching between contexts, whicltéjly involves a re-evaluation of
what the current task might be. Nevertheless,stirely a thought worth pursuing that
fluid functional and structural reconfigurationjwén in a bottom-up way by low-level
neuro-chemical mechanisms, may be at the heanteahbre complex capacity. But that
is my scientifically informed empirical bet, andstone that needs to be balanced against
Descartes’ own. At present Descartes’ challengaimesressentially unanswered. Never
underestimate Descartes. (Have | said that?)
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1 This chapter draws extensively on material fropnbmokReconstructing the Cognitive
World: the Next Stef/Vheeler 2005), especially chapters 2, 7 and 1thefimes text is
incorporated directly. Having said that, my re-oéhat material here is not simply a re-
hash of it. The present treatment has some neyshmsay about Descartes’ enduring
legacy in the science of mind.

2 All guotations from, and page numbers for, Detesaown writings are taken from the
now-standard English editions of the texts in qoest-or the texts referred to here, this
means the translations contained in (Cottinghaat. €9985a, 1985b).

3 The first two of these notions are identifiediescartes’ work by Hatfield (1992, 360-
2). The third is not.
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4 For Descartes, the essential property of madtdrat it takes up space, i.e., that it has
extension. In effect, mechanics studies changesmifestations of that property.

5 For the view that useful fictions can be explaribt powerful, see (one common way
of understanding) Dennett’s position on psycholabgstates such as beliefs and desires
(Dennett, 1987). Post-Darwin, the overwhelming tetipn will be to see natural
selection as the source of functional normativityhie case of the bodily machine. On
this view, the function of some bodily element viaél the contribution that that element
has made to survival and reproduction in anceptrpulations. Descartes, writing two
hundred years before Darwin, didn’t have this aptiohis conceptual tool-kit.

6 For a more detailed description of these mechas)isee (Hatfield 1992, 346).

7 In the present context, the fact that Al cameézhanize general-purpose reason is
plausibly interpreted as a mosgainstDescartes. However, this is not the only way of
looking at things. Aside from its mechanizationthieg about the nature and
contribution of reason as a psychological capagaityerwent significant transformation

in the process of appropriation by Al. Thus, vievirn a broader perspective, one
might argue that, by mechanizing general-purpoasam in the way that it did, Al
remained within a generically Cartesian frameweid: much more on this, see (Wheeler
2005, especially chapters 2 and 3).

8 Roughly speaking, design by artificial evolutionnk® as follows: First one sets up a
way of encoding potential solutions to some probésrgenotypes. Then, starting with a
randomly generated population of potential soligjoand some evaluation task, one
implements a selection cycle such that more suftdesslutions have a proportionally
higher opportunity to contribute genetic mater@alsubsequent generations, i.e., to be
‘parents.” Genetic operators analogous to recontbimaand mutation in natural
reproduction are applied to the parental genotypgsoduce ‘children,” and (typically) a
number of existing members of the population asealided so that the population size
remains constant. Each solution in the resulting pepulation is then evaluated, and the
process starts all over again. Over successiverggoes, better solutions are discovered.
In GasNet research, the goal is to design a neteaplable of achieving some task, and
artificial evolution is typically allowed to decidieindamental architectural features of
that network, such as the number, directionalibg eecurrency of the connections, the
number of internal units, and the parameters ctimgomodulation and virtual gas
diffusion.
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